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Learning objective 

• Minimizing loss function: 

– squared error: 

 

– logistic loss: 

 

• Useful properties: 

– convexity 

– differentiability 

– smoothness 



Regularization 

 

 

• Fighting ill-posed problems: 

– non-unique solutions 

– non-smoothness 

• “Penalty”, Lagrangian dual 

• In learning:  

– Fighting sample variance / overfitting 

   => limiting capacity of the model 

 



Null Regularization 

• Modified objective: 

 

 

• “Resistance” for parameters to take large 
values  (Shrinking) 
– Linear regression 

– Logistic regression 

• Prior towards the null hypothesis: “no link 
between input and output”  => statistical 
(scientific) caution  (unbiased) 



Prior Regularization 

• Prior for parameter values: 

 

 

• Prior belief: 

– previous regression parameters! 

– prior assumptions 

• Penalty for breaking our prior (Bayesian, 

Scientific) 

– Data vs Knowledge 



Multi-task problem 

• Global model 

• Local model 

• Local model + null-
regularization 

• Best regularization? 
– more data! 

• Regularization for 
sharing data 
– penalty for being 

different 
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Other Multi-task 

• NN hidden layers 

• Gaussian processes shared kernel 

parameters 



Q&A 

Thank you! 


